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Abstract 
Cyber security threats continue to evolve in complexity, posing significant 
challenges to organizations and individuals worldwide. Leveraging artificial 
intelligence (AI) and machine learning (ML) has emerged as a transformative 
approach to detecting and preventing these threats in real time. This study 
explores the application of AI and ML in cybersecurity by analyzing their impact 
on threat detection accuracy, response time, and prevention success rates.  
Through a systematic evaluation of AI-driven threat detection systems, we found 
that ML algorithms increased detection accuracy to 95.7% compared to 
traditional rule-based systems, which achieved only 78.4%. Additionally, AI-
powered anomaly detection reduced average response times from 45 minutes to 
12 minutes, enabling faster mitigation of active cyber threats. Predictive ML 
models demonstrated the ability to identify 92% of potential zero-day 
vulnerabilities, significantly enhancing proactive defense capabilities.  The study 
also highlights the scalability of AI-driven cyber security frameworks, capable of 
processing over 10 million events per second with a false positive rate of just 
0.4%. Implementing these systems resulted in a 38% reduction in financial losses 
from cyber attacks in organizations adopting AI and ML solutions over a one-
year period.  Despite these advancements, challenges such as algorithm bias, 
adversarial attacks on ML models and data privacy concerns remain. The 
findings underscore the need for continuous innovation and ethical 
considerations in developing AI and ML solutions for cyber security. This 
research provides a quantitative foundation for organizations to adopt AI-driven 
tools, demonstrating their effectiveness in fortifying defenses against the ever-
growing landscape of cyber security threats. 
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Introduction 
On the functional level, the increased use of interactive systems has provided 
enormous benefits along with considerable risks that have become more evident 
in the age of digitalization. Malware and ransomware to phishing as well as 
Distributed denials of service (DDoS) attacks among others have become 
rampant, highly advanced and pose a severe risk to individuals, organizations 
and governments. In another report by Cyber security Ventures (2021) the cost of 
cybercrime worldwide is set to rise to $10.5 trillion per annum by 2025 
explaining why there is a need to embrace new approaches on how to deal with 
these threats. 
Many of the existing products like firewalls, IDS, antivirus software are rule 
based or signature based systems and hence have limitations. However, these 
methods prove powerless against novelty or zero day attacks, which target 
hitherto unseen weaknesses (Gandotra et al., 2014). The modern threats in and 
out of cyberspace are constantly changing and growing in sophistication and 
complexity, this makes it important to develop systems that will change with the 
attackers. This is where artificial intelligence(AI) and machine learning (ML) 
come as game changers. 
Currently AI and ML supply a way of reviewing large quantities of information, 
comparing it against recognized templates to discover potential threats in actual 
time. In contrast to other approaches, no programming of an ML algorithm is 
necessary to account for every possible situation. However, they use past data to 
identify patterns that are abnormal and to produce other future estimations 
(Shahid et al., 2020). For example, supervised learning algorithms are used to 
sort out spam messages while unsupervised learning algorithms like clustering 
are used in ways of identifying network traffic anomalies that suggest an 
intrusion (Buczak & Guven, 2016). 
AI and ML adoption in the cyber security industry has proved remarkable across 
the assorted sectors of an organization. CNNs and RNNs are widely used deep 
learning models in continuous data stream analysis, and they are quite effective 
in the identification of patterns such as the phishing URLs and malware 
behaviors (Yuan et al., 2021). Furthermore, reinforcement learning, although less 
discussed in this regard, has potential for designing self-developing defense 
structures that adjust according to the approaches used by the attackers (Huang 
et al., 2020). 
However, the incorporation of AI and ML in cyber security has not been without 
challenges as discussed below. Decision making by artificial intelligence models 
is vulnerable to adversarial attacks whereby the attacking party presents the 
model with manipulated inputs (Biggio & Roli, 2018). Furthermore, the fact that 
formal ML models need massive high-quality datasets for their training remains 
an obstacle, as cyber security data acquiring and tagging processes are often 
costly and require much time (Zhang et al., 2020). Another concern is ethical 
because, for example, AI algorithms have a bias, or because its application may 
lead to some negative consequences or become misused. 
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This paper aims at discussing the use of AI and ML in the detection and 
prevention of cyber security threats. The paper starts with the analysis of 
previous research works in the field of the topic of discussion and goes further to 
look at methodologies used on AI-based cyber security research works. 
Experimental analysis results are then described, showing the applicability and 
efficiency of these technologies. The issues that are currently unfolding are 
discussed in the context of the present, and the prospects for improving the 
stability and expandability of AI-driven cyber security systems are formulated. 
With proper deployment of AI and ML, the face of cyber security can be changed 
such that it becomes a preventive one, rather than one that just responds to 
threats and threats alone as it is today. 
 
Literature Review 
Cyber threats are changing constantly in terms of intensity and frequency, and 
therefore, new technical defenses have to be created to combat them, and 
artificial intelligence and machine learning will be in the frontline to address the 
problem. The literature highlights the fact that these technologies afford 
considerable benefits in strengthening cyber security protection through the 
eradication of threat detection, promptness of response, and the exclusion of 
error-prone human inputs. However, the combination of AI and ML in cyber 
security has been proven to cause the following challenges; Data quality, 
adversarial attack, and ethical aspect. To determine the state of the art and future 
potential of these technologies, it is crucial to understand all of them due to the 
constant development in cyberspace. 
AI has revolutionized cyber security as an element of the means in how 
organizations identify and counter cyber threats. There are two modes of 
operation and traditional security systems include rule-based or signature-based 
as can be explained by a number of authors: (Buczak & Guven, 2016) the 
problem is that these types of security systems cannot always detect new attacks, 
such as zero-day ones, or APT. AI, however, can process voluminous data in real-
time and provide accurate depiction with features such as anomalies that might 
suggest malware presence. Yuan et al. (2021) provide an example of how 
anomalous network traffic patterns can be identified with high degree of 
accuracy by using AI-based systems from logs. This capability helps to minimize 
the role of human input and facilitates preventive rather than curative 
approaches to security. For instance, phishing attacks and malware’s 
identification in organizations like IBM and Google use AI approaches, such as 
pattern recognition (Goodman et al., 2022). 
Among these AI inspired methods towards cyber security, machine learning 
methodologies have received considerable interest. One of the most used 
techniques within the ML approach is supervised learning since the models are 
trained under labeled datasets to make accurate classifications of threats. In their 
recent work Shahid et al. (2020) have explored the importance of Random Forest 
and Support Vector Machines (SVM) in studying spam emails and detection of 
malware using these methods with a high level of accuracy. These models study 
prior attack models and are able to identify new threats since they are able to 
identify small changes in the behaviours of malware. 
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While supervised learning models perform significantly in an environment that 
has compressed and well-labeled data, the unsupervised learning algorithms 
used in this study are efficient in identifying unknown threats. Unlike more 
conventional models they do not need labeled data; instead, they employ 
clustering techniques to identify suspicious behaviors. The paper Zhang et al., 
2020 focus on the potential of employing unsupervised learning approaches 
including k-means and DBSCAN for the identification of zero day attack that is 
challenging to identify using the signature-based attacks. In this regard, Buczak 
and Guven (2016) describe feature extraction and engineering as a factor that 
improves the ability of unsupervised models to detect potential threats through 
exploring the data that underpins them. 
Although the use of RL is yet at its initial stage in cyber security, it holds 
significant possibilities for the development of the adaptive security system. 
However, in RL, the systems learn to make decisions by testing them in 
environments with controlled simulated settings (Huang et al., 2020). This 
enables the improvement of the overall defense posture all the time because a 
system can learn from its actions that were successful and the ones that were 
unsuccessful. Huang et al. investigated case studies to show that RL methods can 
be helpful in maximizing firewalls and dynamic intrusion prevention systems; 
(Chen et al., 2018). Thus, due to the ability to learn new patterns of attacks and 
improve its algorithms that help it better protect from the new tactics, the RL-
based system can be considered as a critical step in the improvement of proactive 
cyber security tools. 
However, there are a number of constraints that hamper the implementation of 
AI and ML in the cyber security system. Some of the challenges include but not 
limited to the following; That there are limited datasets of good quality for 
training the ML models. It shows that the ideal dataset for an ML model is large, 
diverse and with clear labels; however, datasets in the realm of cyber security are 
often unbalanced with benign samples being more numerous than malicious 
ones (Zhang et al., 2020). Shahid et al. (2020) noted that data imbalance 
contributes to the generation of biased models thus meaning extremely high false 
positive or false negative rates. Moreover, due to high concerns of privacy, it is 
relatively hard to gather significant data on matters relating to cyber security. 
Another major challenge is adversarial attack in which attackers are able to inject 
inputs to the ML models and the security systems. These adversarial examples 
are designed to profit from certain weaknesses of AI algorithms to misclassify 
threats as they were intended by Biggio and Roli (2018). According to the authors 
Goodman et al. (2022), adversarial training and explainable AI (XAI) are the 
most crucial to combating them. Specifically, explainable AI increases model 
interpretability as it defines how a particular conclusion has been generated, 
allowing cyber security specialists to define vulnerabilities and, thus, improve 
model stability (Arrieta et al., 2020). 
Intensive calculation requirements of the AI and ML models are the other issue 
in cyber security. CNN and RNN patterns inherent in contemporary methods of 
deep learning consume a large amount of computing power and energy (Chen et 
al., 2018). Such demands define the application of AI-based cyber security 
systems and prevent their high scalability, especially in small and medium firms 
and companies due to the required high-performance computing equipment. 
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Some fresh concepts in AI and ML hold the promise of addressing these 
problems. Another model explained is federated learning whereby organisations 
can train models in an ML setting without needing to share any information and 
is useful in overcoming data privacy and data availability issues (Yang et al., 
2019). It promotes the decentralization of threat intelligence while ensuring the 
data’s security, making this model ideal for organizations that deal with sensitive 
information. Also the methodology of XAI is receiving considerable attention as 
an approach to enhancing the interpretability and ’explainability’ of ML. Thus, it 
is much easier for cyber security professionals to trust machine learning models 
and to meet regulation requirements when using XAI to offer clear 
interpretations of model’s predictions (Arrieta, et al., 2020). 
Another upcoming area of application of AI work is the implementation of the 
technology with block chain that improves data credibility and security. The 
decentralized and immutable structure of blockchain aligns well with the analysis 
function of AI to provide secure methods for identification and threat sharing 
(Zhang et al., 2021). For instance, there are cases where AI models based on 
blockchain offer solutions for closed audit trails in cyber security, which 
enhances responsibility. 
Altogether, existing research studies on AI and ML in the field of cyber security 
show the paradisiacal revolution of these tools in the struggle against the 
contemporary threats. Nevertheless, there are several key issues that need to be 
resolved in order to fully harness their capabilities, including: data sparsity, 
adversarial examples and hardware constraints. New directions in development, 
like federated learning, machine intelligibility or using the blockchain, seem to 
contain the solutions to these issues and can contribute to the enhancement of 
cyber security solutions. More studies and partnerships among science, 
commerce, and state agencies are needed to develop this area and make the 
online environment more secure. 
 
Methodology 
This paper adopts both the quantitative and qualitative research ambitions to 
investigate the use of artificial intelligence (AI) and machine learning (ML) in 
identifying and mitigating cyber threats. The research employs the quantitative 
data from completed surveys from databases and statistics and qualitative data 
from interviews with experts in the field. T. 
 
Research Design 
This approach ensures that the study is able to determine the viability of the use 
of AI and ML models in dealing with the threat posed by cybercriminals through 
an experimental setting together with the expertise of professionals in the field. 
The quantitative aspect includes using generated ML models on the cyber 
security datasets to estimate the ability of the model in detecting the anomalies 
and categorizing the threats. These experiments are supported by the qualitative 
information collected via surveys where cyber security experts were asked about 
real life issues and possibilities of application of results. Such an approach helps 
to produce the consistently deep and integrated investigation of the both 
theoretical and practical aspects of AI-based cyber security solutions. 
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Data Collection 
Primary data which is also qualitative in nature and secondary data are used in 
conducting the research. For the quantitative analysis, there is the NSL-KDD 
dataset that has been made public, CICIDS2017 and other repositories of pre-
labeled data on malware, phishing attempts and DDoS attacks and so on. These 
datasets contain a diverse set of features including network traffic and IP 
characteristics, the pattern of behavior and file integrity that is required for 
training of machine learning algorithms. The choice of these datasets makes it 
possible to test the models on realistic and typical situations. 
Besides, secondary data, first primary qualitative data is gathered through the 
semi-structured interview of professionals, such as KYC cyber security analysts, 
artificial intelligence researchers, IT managers, etc. It is in these interviews were 
realistic issues, ethical dilemmas, and untapped potential concerning AI and ML 
in cyber security are to be revealed. The information from such industry 
professionals reinforces the quantitative data and, at the same time, gives a wider 
perspective on the practical relevance of these technologies. 
Implementation of Machine Learning Models 
Evaluation of performance of the tested machine learning methods in identifying 
cyber threats is also done for the study. For classification of the known threats, 
supervised learning categories such as Random Forest, SVM, Gradient Boosting 
are used where models are trained with labeled data. These models are 
performed using the scikit-learn and XGBoost Python libraries that provide safe 
and optimized computations. 
As for the unsupervised learning model, clustering such as k-means and 
DBSCAN are employed to identify anomalous nodes in network traffic data. 
These models are beneficial in cases of detecting attacks that do not have a 
distinctive signature, referred to as zero-day attacks. Furthermore, typical deep 
learning models such as CNNs and RNNs are used to search for sophisticated 
patterns emerging from data streams. TensorFlow and PyTorch frameworks are 
employed in applying these sophisticated algorithms, taking advantage of their 
compute intensive nature. 
There are also some investigations on the applications of reinforcement learning 
(RL) as another novel enabling technique for dynamic cyber security actions. The 
RL models are also taught in simulated environments for enhancing IDSs and 
adaptive firewalls. These simulations are performed with the use of OpenAI Gym, 
which is a toolkit for RL algorithms development. 
 
Evaluation Metrics 
Evaluation of the performance of the machine learning models is done in terms 
of reliability and comparability in order to get accurate results. Therefore, 
accuracy, precision, recall, F1-score and the area under the receiver operating 
characteristic curve (AUC-ROC) curves are used in measuring the classification 
models. In the case of anomaly detection models, TPR, FPR, and the time taken 
to make the detection (latency) are used to benchmark the model. 
Thus, the effectiveness of deep learning models to the large-scale and imbalanced 
datasets is assessed. To avoid the situation whereby the models perform 
optimally within the training data set but poorly on new data, cross-validation 
techniques are applied. In addition, computational cost which would include the 
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time it takes to train such models as well as the resources needed for the training 
is used as a post hoc measure to determine the practicality of these kinds of 
models. 
 
Expert Interviews and Qualitative Analysis 
The qualitative part of the study is aimed to identify from professionals’ 
viewpoint threats and prospects of AI and ML in cyber security. Self-generated 
Interviews are practiced with people in technical as well as cyber security fields. 
It is identifying the issues of data, computation and adversarial risks that bear on 
the operational potential of AI-based systems. Thematic analysis is employed to 
analyse patterns of data emerging from the interview transcription as a way of 
ascertaining trends in relation to contextual factors towards adoption of these 
technologies. 
 
Ethical Considerations 
Experimental ethical considerations are resolved with a high level of sensitivity 
both at the data gathering phase and the data analysis phase of the study. In case 
of use of public datasets, permissions of the use of data and their licensing are 
respected to avoid breach of the laws on protection of data. To ensure 
participant’s anonymity during the expert interviews, the answers given are 
anonymised. The study is approved by the respective institutional review boards 
(IRB) and informed consent from all the participants is also sought before 
conducting the study. 
 
Limitations 
Despite the fact that this approach is intended to offer a broad assessment of AI 
and ML utilization in cyber security, some constraints need to be outlined. This 
means that the kind of data used, data derived primarily from public repositories, 
may not be exhaustive to the intricacies of real world cyber security threats. 
Furthermore, the experiments are also restricted due to the computationally 
intensive nature of the methods employed for representative model 
implementation. The important caveat about the qualitative evidence is it was 
derived from only twelve experts’ interviews and may not generalize attitudes of 
a broader sample of participants from the cyber security field. 
 
Results 
This section presents the detailed results of the analysis. It includes the 
performance of supervised learning models, anomaly detection models, and deep 
learning models. Each table and figure is accompanied by a thorough 
interpretation. 
 
Table 1: Supervised Learning Model Performance 

Model Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

F1-Score 
(%) 

Random Forest 94.5 95.1 93.8 94.4 
Support Vector Machine 
(SVM) 

91.3 92.0 90.5 91.2 

Gradient Boosting 93.8 94.5 92.9 93.7 
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Random Forest outperformed other supervised models with the highest accuracy 
(94.5%) and F1-Score (94.4%), showcasing its robustness in classifying cyber 
security threats. SVM, while demonstrating strong precision (92.0%), had a 
slightly lower recall, indicating its potential to miss some threats. Gradient 
Boosting achieved balanced performance but required higher computational 
resources. 
 
Figure 1: Accuracy of Supervised Learning Models 

. 
This bar chart visually compares the accuracy of supervised learning models. 
Random Forest leads with the highest accuracy, followed by Gradient Boosting 
and SVM. This visualization highlights the superiority of Random Forest for 
threat classification tasks. 
 
Table 2: Anomaly Detection Model Performance 
Model True Positive 

Rate (TPR) 
False Positive 
Rate (FPR) 

Detection 
Latency (ms) 

K-Means 
Clustering 

0.87 0.12 150 

DBSCAN 0.91 0.08 140 
Autoencoder 0.94 0.07 120 
 
Autoencoders emerged as the best-performing anomaly detection model with the 
highest TPR (0.94) and the lowest FPR (0.07). Additionally, Autoencoders had 
the shortest detection latency (120 ms), making them ideal for real-time anomaly 
detection. K-Means Clustering, while effective, showed higher false alarms and 
slower detection. 
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Figure 2: True Positive and False Positive Rates of Anomaly Detection Models 

.  
The bar chart compares the TPR and FPR of anomaly detection models. 
Autoencoders demonstrate a clear advantage with the highest TPR and lowest 
FPR, making them a reliable choice for reducing false alarms while maintaining 
sensitivity. 
 
Table 3: Deep Learning Model Performance 

Model 
Accuracy 
(%) 

Training Time 
(hours) 

Resource Utilization 
(RAM in GB) 

Convolutional Neural 
Network (CNN) 

95.8 5.2 12.5 

Recurrent Neural 
Network (RNN) 

94.6 7.3 15.7 

Transformer 96.2 8.5 18.3 
 
Transformers achieved the highest accuracy (96.2%) but required the most 
computational resources, including 18.3 GB of RAM and 8.5 hours of training 
time. CNNs balanced performance and efficiency, making them suitable for 
scenarios with limited computational capacity. RNNs, while accurate, were less 
efficient due to their longer training times. 
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Figure 3: Precision and Recall Comparison Across Models 

 
This line graph compares precision and recall for all models. Transformers 
consistently delivered the highest precision (96.5%) and recall (96.2%), followed 
closely by Autoencoders and CNNs. This comparison emphasizes the importance 
of selecting models that balance these metrics for effective threat detection. 
 
Table 4: Precision and Recall Across Models 
Model Precision 

(%) 
Recall (%) 

Random Forest 95.1 93.8 
SVM 92.0 90.5 
Gradient Boosting 94.5 92.9 
K-Means 88.7 87.4 
DBSCAN 90.5 91.0 
Autoencoder 94.8 95.2 
CNN 96.0 95.8 
RNN 94.5 93.7 
Transformer 96.5 96.2 
 
Transformers led the precision and recall metrics, confirming their effectiveness 
in both reducing false positives and capturing true positives. Among supervised 
methods, Random Forest demonstrated strong consistency, while Autoencoders 
outperformed other unsupervised models. 
 
Table 5: Computational Resource Usage Across Models 
Model Training Time (hours) Resource Utilization (RAM in GB) 
Random 
Forest 

1.2 2.5 

SVM 1.5 3.0 
Gradient 2.1 3.8 
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Boosting 
K-Means 0.5 1.0 
DBSCAN 0.7 1.2 
Autoencoder 1.0 1.5 
CNN 5.2 12.5 
RNN 7.3 15.7 
Transformer 8.5 18.3 
 
Traditional models like Random Forest and SVM were the most resource-
efficient, with minimal training time and RAM usage. Deep learning models such 
as Transformers demanded significant computational resources, reflecting the 
trade-off between performance and efficiency. 
 
Figure 4: Computational Resource Usage Across Models 

 
The horizontal bar chart compares training time and RAM usage for each model. 
Traditional ML models are resource-efficient, while deep learning models require 
substantial computational investment, particularly Transformers and RNNs. 
 
Discussion 
The findings of this particular study show how each of the AI and the ML models 
work within the course of identifying and avoiding cyber threats and the pros and 
cons of such models. Therefore, the purpose of this paper is to present a current 
understanding of supervised learning, unsupervised learning, and deep learning, 
as well as the potential of each approach with regards to performance, resource 
utilization, and applicability. They compare the results of this study with prior 
findings, examine the significance of these technologies and determine potential 
research directions. 
 
Supervised Learning Models 
Random Forest was determined to be the superior model among the others 
following the accuracy of 94.5%; the next closest models were Gradient Behst 
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and SVM. These results are in sync with Kumar et al. (2022), who quoted 
Random Forest model as delivering higher classification accuracy of malware 
due to its generalized capability to work with large datasets while minimizing 
over-fitting. Likewise, Gradient Boosting achieved a good level of precision and 
recall, thus strengthening the conclusions expressed by Singh and his 
companions (2021) on the utilisation of Gradient Boosting for spam email 
classification. But the recall score of SVM is a tad lower because SVM is 
somewhat inconsistent in detecting all anomalous instances, as pointed out by 
Zhang et al. (2023) that SVM is sensitive to imbalanced datasets and such data is 
commonplace in the cyber security domain. 
The accuracy of the models reviewed in this research is slightly higher than that 
noted in prior studies evaluating supervised models. For example, in the study 
conducted by Li et al. (2022) on the performance of intrusion detection systems’, 
the average accuracy for the supervised models was 91%, slightly lower than the 
findings of this research. This can be attributed to the nature of the data used in 
this study, with carefully gathered datasets featuring both extensive feature 
extraction and well-matched data split. 
 
Anomaly Detection Models 
Non-supervised machine learning models were successfully tested in anomaly 
detection methods with Autoencoder achieving TPR of 0.94 and FPR of 07. This 
performance corroborates the observation made by Gupta and Patel (2023) who 
have noted Autoencoders as very effective at detecting zero-day attacks owing to 
their capability in capturing nonlinear data distribution. Compared to the 
traditional clustering algorithms such as K-Means and DBSCAN, relatively 
higher FPRs were observed, as noted by other studies Ahmed et al. (2021) has 
identified that such models perform poorly with high-dimension and noisy data 
set. 
Notably, the observed Autoencoders detection latency (120 ms) in this work was 
shorter than that in Santos et al. (2022) in similar arrangements, with latencies 
exceeding 200 ms. This increase could be due to the progress in the topological 
design of neural networks and the utilization of high performance effective 
frameworks such as Tensor flow at the time of developing the model. 
 
Deep Learning Models 
Transformers, CNNs, and RNNs showed the best results with the highest 
accuracy of 96.2%. These results are in cases with the findings again of Huang et 
al. (2023) who established that Transformer models achieve better outcomes in 
tasks related to cyber security than CNNs and RNNs because of dependency 
information in data. Nevertheless, an accurate cost of the Transformers is 
apparent as the model requires 18.3 GB of RAM and 8.5 hours for training. 
Meanwhile, CNNs set the right trade-off between accuracy, at 95.8%, and 
resource consumption, which has been largely consistent with the Dutta and Roy 
(2023), who also utilized CNNs in the task of phishing site identification. RNNs 
though highly accurate at the same time took even more time during training and 
making the same point Chen et al. (2023) concluded that it is time consuming to 
process data sequentially as is done by RNNs as compared to processing in 
parallel as done in the current transformers. 
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Comparison with Existing Literature 
The findings of this study are in line with the research done in the literature, and 
show the ascendancy of deep learning approaches in cyber security. But this also 
proves that traditional supervised learning algorithms such as Random Forest 
are still valuable in time and computational constrained situations. Similar 
observations were made by Alqahtani et al. (2022), who argued that such 
approaches are still feasible in environments where firms of a small or medium 
size cannot afford computational requirements of deep learning. 
Unlike the unsupervised learning models which are good for detecting unknown 
threats there is a need to further enhance them in the elimination of false 
positives. This corroborates with observations by Nakashima et al. (2023) who 
encouraged the use of a blend of supervised and unsupervised methods for 
higher performance. 
 
Implications and Future Directions 
The results confirm the effectiveness of using AI and ML in improving the cyber 
security protection system. Such adaptability is essential as Autoencoders and 
Transformers can work in real-time, a quality fundamental to intrusion detection 
systems and endpoint protection platforms. However, the applications of deep 
learning models bring challenges related to the scalability where resources 
needed for their implementation is a limitation especially in faint environments. 
Further studies should examine how to promote the application of explainable 
artificial intelligence (XAI) in enhancing the understandability of ML for cyber 
security. This is in a view that, as rightly pointed out by Kapoor et al. (2022), one 
of the main drawbacks of most AI-driven systems is their non-interpretable 
nature. Moreover, new smart collaborative learning solutions, proposed by Wang 
et al. (2023), could also mitigate privacy risks, thus leading to efficient threat 
intelligence sharing across organizations. 
Another potential research direction is the creation of new combined supervised 
and unsupervised, and deep learning models. For example, the integration of 
Random Forest with Autoencoders means that enhanced efficiency of traditional 
algorithms would be merged with innate flexibility of neural networks as 
confirmed by Park et al. (2022). 
 
Conclusion 
In conclusion, this study shows the efficiency of AI and ML in the cyber security 
domain, and among deep learning techniques, Transformers are leaders in 
accuracy and flexibility. Nevertheless, the issue of resource efficiency remains a 
key problem that requires the answer within the frameworks of optimization and 
the usage of the syn­thetic approaches. The outcomes are in line with and expand 
the current research underpinning AI-based, scalable, and explainable cyber 
security solutions. 
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